Symmetry, Integrability and Geometry: Methods and Applications SIGMA 9 (2013), 066, 21 pages

Symmetry and Intertwining Operators
for the Nonlocal Gross—Pitaevskii Equation

Aleksandr L. LISOK ', Aleksandr V. SHAPOVALOV 't and Andrey Yu. TRIFONOV 1t

T Mathematical Physics Department, Tomsk Polytechnic University,
30 Lenin Ave., Tomsk, 63403/ Russia
E-mail: lisok@tpu.ru, atrifonov@tpu.ru

Y Theoretical Physics Department, Tomsk State University,
36 Lenin Ave., Tomsk, 634050 Russia
E-mail: shpv@phys.tsu.ru

Received February 15, 2013, in final form October 26, 2013; Published online November 06, 2013
http://dx.doi.org/10.3842/SIGMA.2013.066

Abstract. We consider the symmetry properties of an integro-differential multidimensional
Gross—Pitaevskii equation with a nonlocal nonlinear (cubic) term in the context of sym-
metry analysis using the formalism of semiclassical asymptotics. This yields a semiclassically
reduced nonlocal Gross—Pitaevskii equation, which can be treated as a nearly linear equation,
to determine the principal term of the semiclassical asymptotic solution. Our main result
is an approach which allows one to construct a class of symmetry operators for the reduced
Gross—Pitaevskii equation. These symmetry operators are determined by linear relations
including intertwining operators and additional algebraic conditions. The basic ideas are
illustrated with a 1D reduced Gross—Pitaevskii equation. The symmetry operators are found
explicitly, and the corresponding families of exact solutions are obtained.
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tion; semiclassical asymptotics; exact solutions

2010 Mathematics Subject Classification: 35Q55; 45K05; 76M60; 81Q20

1 Introduction

Symmetry operators, which, by definition, leave the set of solutions of an equation invariant,
are of essential importance in the symmetry analysis of nonlinear partial differential equa-
tions (PDEs). The obvious use of symmetry operators of an equation is to generate new
solutions from a known one. A modern symmetry analysis of differential equations (DEs)
is based on Lie group theory. For example, if for an ordinary differential equation (ODE)
there exists a Lie group of point transformations (point symmetries) which act on the space
of independent and dependent variables, then they map any solution to another solution of
the equation. In a more general case, an ODE can admit contact transformations (contact
symmetries) acting on the independent and dependent variables, and also on the first deriva-
tives of the dependent variables. In other words, point symmetries and contact symmetries
provide examples of Lie groups of symmetry operators. The Lie group methods, as well as
their applications to ODEs and PDEs, are described in many books and review articles (see,
e.g., [7]). The prolongation of the action of a Lie group on the space of independent variables,
dependent variables, and partial derivatives of the dependent variables up to any finite order
allows to apply the Lie group theory to studying symmetries of PDEs [30]. The fundamen-
tal property of a Lie group is that it is completely characterized by its infinitesimal operator
(generator). Given a system of DEs, finding the Lie symmetry group is reduced to solving
a system of equations that determine the Lie group generators. The principal point is that


mailto:lisok@tpu.ru
mailto:atrifonov@tpu.ru
mailto:shpv@phys.tsu.ru
http://dx.doi.org/10.3842/SIGMA.2013.066

2 A.L. Lisok, A.V. Shapovalov and A.Yu. Trifonov

the determining equations for the generator are linear and homogeneous. For a nonlinear PDE
the determining equations take the form of an overdetermined system of linear homogeneous
PDEs, which can be solved step-by-step to obtain infinitesimal operators in explicit form (see,
e.g., [8, 29, 30]).

Solving the determining equations for given system of PDEs we can find the generators of
point or contact symmetries for the system. Following the Lie theory, we can recover the Lie
group of finite (i.e., not infinitesimal) symmetry transformations for given system of PDEs.
Solutions of the determining equations, however, may contain not only independent variables,
dependent variables, and first order derivatives (as with point and contact symmetries), but
also higher-order derivatives. Generators of this type are called higher symmetries and they
do not yield finite Lie groups. Higher symmetries are related to the so-called Lie-Béacklund
transformations that are widely used in symmetry analysis (see [2] and also, e.g., [29] and [8]).
Note that higher-order symmetries do not generate symmetry operators. However, no general
approaches to direct calculation of symmetry operators for nonlinear equations are known other
than the use of the Lie group formalism. This is due to that the determining equations for sym-
metry operators are nonlinear operator equations. Solving them is a complicated mathematical
problem which requires special techniques not developed yet. In addition, in order to solve
determining equations for symmetry operators, we have to specify the structure of symmetry
operators consistent with the determining equations, but there are no recipes for choosing such
a structure. Therefore, finding the symmetry operators for nonlinear equations is in general an
unrealistic task.

Note that for linear PDEs, symmetry operators which are widely used in quantum mechanics
applications can be effectively found from linear determining equations, (see, e.g., [14, 21, 31]
and references therein). This inspired us to seek a special class of nonlinear equations for which
symmetry operators could be calculated using the methods applicable to linear equations. As
an example of such a class of nonlinear equations we consider nonlinear integro-differential
equations (IDEs) with partial derivatives. We call the equations of this class nearly linear equa-
tions. Symmetry operators for them can be found by solving linear operator equations (simi-
larly to those for linear PDEs) and additional algebraic equations. We consider a generalized
multidimensional integro-differential Gross—Pitaevskii equation (GPE) with partial derivatives
and a nonlocal cubic nonlinear interaction term of general form. The WKB-Maslov method
of semiclassical asymptotics [4, 24] is used to obtain a reduced GPE from the original GPE.
The reduced GPE is quadratic in spatial coordinates and derivatives, and it contains a non-
local cubic nonlinear interaction term of special form. This equation belongs to the class
of nearly linear equations and determines the principal term of semiclassical asymptotic so-
lution.

The main result of our work is an approach developed for finding symmetry operators for
a reduced GPE by solving linear operator equations. This approach is illustrated by an example
of a one-dimensional reduced GPE for which symmetry operators can be found explicitly. Using
symmetry operators obtained two families of exact solutions can be generated for the reduced
GPE. In Section 2 the integro-differential Gross—Pitaevskii equation is considered and its semi-
classical reduction is presented. A method for integrating the reduced GPE is described and the
essential idea of the method is realized; namely, the consistent system and the linear equation
associated with the reduced GPE are found. In Section 3 we propose an approach to finding the
class of symmetry operators of the reduced GPE by constructing intertwining operators. The
general ideas are illustrated in Section 4 by the example of a one-dimensional GPE of special
type. The symmetry operators for this equation are found explicitly, and two families of exact
solutions are generated making use of the operators obtained.
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2 The nonlocal Gross—Pitaevskii equation
and the Cauchy problem

We consider here the Gross—Pitaevskii equation with a nonlocal interaction term of general form.
Using the concepts of the semiclassical WKB—-Maslov method, we arrive at a reduced nonlocal
GPE and briefly explain an algorithm for solving the Cauchy problem.

The Gross—Pitaevskii equation and its modifications are widely used in study of coherent
matter waves in Bose-Einstein condensates (BECs) [10]. Recent extensions to BEC studies
involve long-range effects in the condensates described by a generalized GPE containing integral
terms responsible for nonlocal interactions. We refer to equations of this class as nonlocal GPE
(which are also known as Hartree-type equations). The nonlocal BEC models may keep the
condensate wave function from collapse and stabilize the solutions in higher dimensions (see,
e.g., [20], the review [13] and references therein). Nonlocal GPEs also serve as basic equations
of models describing many-particle quantum systems, nonlinear optics phenomena [1], collective
soliton excitations in atomic chains [28], etc.

Let us write the nonlocal Gross—Pitaevskii equation as

F(U)(Z,t) = {—ihd, + H(t) + V() () }U(Z,t) = 0, (2.1)

V(0)(t) = V(D)(,1) = / AU (, OV (2,0, 1)V (7, 1), (2.2)

n

where 0; = 0/0t, U(Z,t) is a smooth complex scalar function that belongs to a complex Schwartz
space S in the space variable # € R™ at each time ¢.

The linear operators H(t) = H(%,t) and V(2,4,t) in (2.1) are Hermitian Weyl-ordered
functions [16] of time ¢ and of noncommuting operators

3= (p, %) = (—ihd/0Z, T), W = (—ihd/ 7, ), Z,j € R",

with the commutators

[ﬁ’k,ij]_ = [ﬁ)k,ﬁ)j]_ = thkj; [ZA’]C,UA)J‘]_ = 0, k,j = 1, 2n,

where [A, B]_ = AB — BA, J = ||Jij2nxan is the unit symplectic matrix: J = (g _OH> .
2nx2n

and [ = I, is the n xn identity matrix. We use the space S to provide existence of the moments
of ¥(Z,t) and convergence of the integral in (2.2). In what follows, we use the norm ||¥||,

U € S, of the space La(R2), i.e., ||¥| = /(V,¥), where (P, V) = / d Z®* (Z)¥(Z) denotes the

Hermitian inner product of the functions ®, ¥ € S, and ®* denotes H%he complex conjugate to .

From equation (2.1) it follows immediately that the squared norm of a solution ¥(Z,t) is
conserved, ||¥(t)||? = ||¥(0)||* = const.

A specific and attractive feature of the nonlocal GPE (2.1) is that in the semiclassical appro-
ximation the input GPE is reduced to an equation containing nonlocal terms which can be
expressed as a finite number of moments of the unknown function W(Z,t). The reduced equation
can be considered as nearly linear. The concept of the nearly linear equations implies that among
the solutions of a nonlinear equation there exists a subset of solutions that regularly depend on
the nonlinearity parameter [16]. In the multidimensional case, the GPE (2.1) with variable
coefficients of general form cannot be integrated by well-known methods, such as the inverse
scattering transform [27]. Therefore, analytical solutions to this equation can be constructed
only approximately. An effective approach to constructing asymptotic solutions in this case is
to find semiclassical asymptotics as A — 0.
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Note that semiclassical asymptotic expansions can be assigned to the following basic classes.
The semiclassical asymptotic solutions of the equation under consideration are constructed in
a chosen class of functions Kp. The functions of the class Kj are determined by specific features
of the problem and singularly depend on the small parameter /. In the general case, such a class
of functions is constructed as follows: In the phase space of a dynamic system of equations
corresponding to the equation with partial derivatives under consideration (the classical equa-
tions of motion in the case of a linear quantum mechanics Schrodinger equation), a Lagrangian
manifold A¥, k < n, is defined. Here k is the dimension of A* and n is the dimension of the
configuration space of the phase space. The manifold A¥ evolves in time for the Cauchy problem
and is invariant for the spectral problem, i.e. A¥ is not deformed and does not move in space.
On the manifold A* a set of functions is defined. The Maslov’s canonical operator projects
a function defined in the phase space onto a function given in the configuration space. If k = n,
then the canonical operator should be a real phase operator [25], whereas if k& < n, then the
canonical operator should be a complex phase one [4, 24]. In constructing projections of A¥ onto
the configuration space, caustics can appear.

The solutions of the first class (k = n) are given by the WKB ansatz with a real phase [25],
where the leading term of the asymptotics outside the neighborhoods of the focal points can be
written as

i

M
V(T th) = Y fi(@t) exp { 753, t)}e“w/?, (2.3)
j=1

W; € Z, Im S;(Z,t) =0, fj:S; € CZ(R"™).

Semiclassical asymptotic solutions of the form (2.3) for the Gross—Pitaevskii equation were
constructed in [15, 22, 23] (see also [17]).

The solutions of the second class (k = 0) are constructed using a complex WKB-Maslov
ansatz [4, 24]. For the Gross—Pitaevskii equation, asymptotic solutions of this type are considered
in [6, 9, 34].

Note that constructing of semiclassical asymptotic solutions for nonlinear equations engender
a number of problems: In general, the evolution law for a manifold A¥ is unknown. In other
words, the “classical dynamics” related to the nonlinear equation under consideration depends
on the initial conditions for the equation. Moreover, the relevant “classical dynamics equations”
are unknown a priori for the nonlinear equation and to deduce them is a real problem. For the
Gross—Pitaevskii equation (2.1), this problem was solved for the class of functions concentrated
on a zero-dimensional manifold A? [6] and for the class of functions concentrated on an n-
dimensional manifold A™ [15, 22, 23].

Following [6], we denote the second class of functions by Pf(Z(t, h), S(t, i) and define it as

t ¢ S AT i _ .
PL = PL(Z(t,h),S(t, h)) = {@ L O(F, )= (\/ﬁ,t,h> exp[ﬁ(sa,h) + (B¢, n),m»}},

where the function cp(g, t, h) belongs to the Schwarz space S in the variable 5 € R”, smoothly de-
pends on ¢, and regularly depends on VA as h — 0. Here AZ = & - X (t,h), and the real function
S(t,h) and the 2n-dimensional vector function Z(t,h) = (P(t,h), X (t,h)), which characterize
the class P!(Z(t, ), S(t, h)), regularly depend on v/A in the neighborhood of A = 0 and are to
be determined. Note that PL(Z(t,h),S(t,h)) C S. If this does not lead to misunderstanding, we
use the contracted notation P} for Pf(Z(t,h), S(t,h)).

Here to construct symmetry operators we use the complex WKB-Maslov asymptotic solutions

of the Cauchy problem for the GPE (2.1)

V(7 0)],_, =¢(@), (@) eP), (2.4)
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where

The definition of the class of trajectory-concentrated functions contains the phase trajectory
Z(t,h) and the scalar function S(t,h) as “free parameters”. The functions belonging to the
class P!, at any fixed time ¢ € R! are concentrated, as i — 0 in the neighborhood of a point
lying on the phase curve z = Z(t,0), t € R! [3]. Therefore, it is natural to call the functions of
the class 73,% trajectory-concentrated functions.

The WKB solutions of the form (2.3) are concentrated on a family of phase trajectories whose
projections on the configuration space may intersect, giving rise to a caustic problem [25]. On
the other hand, all semiclassical asymptotics of the class P} are concentrated on the same
trajectory. So we do not face problems with caustics and collapse problem in constructing
trajectory-concentrated solutions of the GPE.

Let 6(71”) be an operator F' such that for any function ® belonging to the space P;L the
following asymptotic estimate is valid:

Fo
HH(I)HH = O(Rh"), h — 0, Az=2—Z(t,h)
It may be shown (see [3, 6]) that for the functions belonging to P}, the following asymptotic
estimate is valid:

Az=0(?), h—o. (2.5)

Let us expand the operators H(t) = H(%,t) and V(t) = V(2,4,t) in (2.1) as Taylor series
in the operators AZ = 2 — Z(t,h) and Aw = w — Z(t, h), respectively, and restrict ourselves
to quadratic terms. Then, in view of (2.5), the solution of the Cauchy problem (2.1) and (2.4)
asymptotic in a formal small parameter i (i — 0) can be constructed! accurate to O(h/?)
(see [6]). The leading-order term of the asymptotics can be found by reducing the GPE (2.1) to
a GPE with a quadratic nonlocal operator.

The higher-order corrections to the leading-order term can be found using perturbation theo-
ry [6]. Thus the study of GPEs with a quadratic nonlocal operator is crucial for the construction
of semiclassical asymptotics for this type of GPE in the class of trajectory concentrated functions.
Without loss of generality, we consider a GPE of the form

n

{—mat + Hou(2,1) + %/ d G (i, £) Vi (2, 0, £) U (7, t)} U(i,t) = 0, (2.6)

where the linear operators Hq,(2,t) and Vi (2,w,t) are Hermitian and quadratic in 2, ), re-
spectively:

Han(2.1) = {8 Hea()2) + (H(0). ), (2.7)
Vau(,10,0) = 58, W (1)) + (2, Wa£)00) + 5400, Wons (1)) (2.8)

!Note that in the semiclassical trajectory-coherent approximation, if 7 is small enough (A — 0), all results are
established for a finite time interval [0, T]. Evidently, this version of the semiclassical approach is not uniform in
time as T' — oo (see [3, 6]). Therefore, the problem of long-time validity of the semiclassical trajectory coherent
approximation (i.e., the two limits, as i — 0 and then as 7' — oo) should be the subject of special study.
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Here H..(t), W,.(t), W (t), and Wy, (t) are 2n x 2n matrices; H,(t) is a 2n vector; the angle
brackets (-, -) denote the Euclidean inner product of vectors:

n 2n
(p, @) = ijxj, P, ¥ € R"; (z,w) = szwj, z,w e R?",
=1 j=1

We call equation (2.6) with the linear operators Hy, and Vg, given by (2.7) and (2.8), respec-
tively, a reduced Gross—Pitaevskii equation (RGPE).

An RGPE can be integrated explicitly [19, 33] and it possesses very rich symmetries. Analysis
of these symmetries can provide a wealth of information about the equation and its solutions.

As an RGPE contains a nonlocal nonlinear term, its symmetry properties are of special
interest in the symmetry analysis of partial differential equations. The matter is that the
application of the standard methods of symmetry analysis [2, 14, 29, 30], developed basically
for PDEs, leads to a number of difficulties when applied to equations different from PDEs:
For instance, there are no regular rules for choosing an appropriate structure of symmetries for
non-differential equations. This problem can be avoided by using an RGPE as its symmetry
properties are closely related to the symmetry of the linear equation associated with the input
nonlinear equation.

The key factor in symmetry analysis of the nonlinear equation F'(¥)(Z,t) = 0 is the symmetry
operator A that makes the set of solutions of the equation invariant (see, e.g., [21]):

~

EFU)(Z,t)=0 = FAD)(Zt)=0. (2.9)

Generally, it is impossible to find effectively a symmetry operator A for a given nonlinear
operator a by solving the nonlinear operator equation (2.9). This situation is resolved in the
group analysis of differential equations [2, 29, 30] where a symmetry ¢ (generator of a Lie group
of symmetry operators) is the main object of analysis.

The symmetries are determined by the linear operator equation

FU)(Z,t)=0 = F'(69)(Zt)=0.

Here F’ () is the Freshet derivative of F' calculated for U. For a linear operator F', we have
F' = F and the symmetry operators being the same as the symmetries.

We assign the RGPE (2.6) to the class of nearly linear equations, following the definition
given in [18]: A nearly linear equation determining a function ¥ has the form of a linear partial
differential equation with coefficients depending on the moments of the function W. This type
of equation can be associated with a consistent system which includes a system of ordinary
differential equations (ODEs) describing the evolution of the moments and RGPE.

Using the RGPE as an example, we can see that the class of symmetry operators for nearly
linear equations can be found by solving the corresponding determining linear operator equa-
tions. In this sense, the symmetry properties of nearly linear equations are similar in many
respects to those of linear equations.

Let us consider briefly a method for solving the Cauchy problem (2.4) for the RGPE (2.6),
following the scheme described in [6]. We denote the Weyl-ordered symbol of an operator
A(t) = A(2,t) by A(z,t) and define the expectation value for A(t) over the state U(Z,t) as

1 1

= e AN = g

Ag(t)

/ A7 (7,1) A(H) U (Z,1).
As ||¥||? does not depend on time, we have from (2.6), (2.7), and (2.8)

Ag(t) = H\I}’Q / d 20 (, t){agit) + %[Hqu(é,t),/i(t)]_
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where Ay (t) = d Ay(t)/ dt and 3z = 3| ¥||? = || 2.

We call (2.10) the Ehrenfest equation for the RGPE (2.6) as is common practice in quantum
mechanics for the linear Schrodinger equation (3 = 0 in (2.1)).

Let zg(t) = (zy(t)) and AEI,Q) (t) = (Ag,)d(t)) denote the expectation values over W(Z,t) for
the operators

o 1 _
g, AD = 5 (AaA+AZA%),  kI=T0Dn,
respectively. Here AZ; = Z; — (2g);(t). We call zy(¢) the first moments and Ag) (t) the second
centered moments of W(Z,t).
From (2.6), (2.7), (2.8), and (2.10) we immediately obtain a dynamical system in matrix
notation:

Z.\Il - J{Hz(t) + [,sz(t) + %(sz(t) + sz(t»]Z\If}:
AR = JH..(t) + .. (0] AD — AQ [H.. () + WL (1)), (2.11)

We call (2.11) the Hamilton—FEhrenfest system (HES) of the second order for the RGPE (2.6)
as (2.11) contain the first and second moments.

For brevity, we use a shorthand notation for the total set of the first and second moments of
U(Z,t):

au(t) = (zu(1), AD (1)) (2.12)

The functions g = gy(t) describe phase orbits in the phase space of system (2.11).
Then the Cauchy problem (2.4) for the RGPE (2.6) can be written equivalently as

L(t,gu(t)¥(Z,t) = {—ihd;, + Hy(t, gu(t)) }U(Z,1) =0, (2.13)
Ayt 00(0) = 508, He(1)2) + (HL(0),2) + 2 (2, W ()2)

+ §<z\p(t), Wano (8) 20 (1)) + 522, W ()20 (1)) + %Sp WAL (1)), (2.14)
gu(t) = (¢ gu(?)), (2.15)
V@EH|_ =e@), )] _ =g (2.16)

Equation (2.15) is a concise form of the HES (2.11), and I'(¢, g (¢)) designates the r.h.s. of (2.11).

We call the reduced GPE (2.13) and the corresponding HES (2.15) the consistent system
for the RGPE (2.6). The reduced GPE (2.13) can be assigned to the class of nearly linear
equations [18], as the operator (2.14) of the RGPE (2.13) is a linear partial differential operator
with coefficients depending only on the first and second moments gy ().

The consistent system (2.13), (2.15) allows us to reduce the Cauchy problem for the RGPE
(2.13) to the Cauchy problem for a linear PDE, therefore the Cauchy problem (2.16) for
HES (2.15) can be solved independently of equation (2.13).

Let

a(t,C) = (2(t,C), AP (¢, C))
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be the general solution of the HES (2.15) and C = (C4, Cs, ..., C) denote the set of integration
constants.
Consider a linear PDE with coefficients depending on the parameters C:

L(t,C)®(#,t,C) = {—ihd; + H,(t,C)}®(7,t,C) = 0, (2.17)

where

H,(1,€) = (2 Hoe(02) + (Ho(0).2) + {2 Werl)2) 4 (2, Wen(DZ(1,O))

+ Z12(4,C), W (1) 2(, C)) + gSp W21, 0)]. (2.18)

4
2
The operator H,(t,C) of (2.17) is obtained from (2.14) where the general solution g(t, C) of the
HES (2.15) stands for the moments gy (t). We call (2.17) the associated linear equation (ALE)
for the RGPE (2.13).

Let ®(Z,t,C[¢)]) denote the solution of the Cauchy problem for the ALE (2.17) with the
initial condition

@1 Cll)|_ = v(@), (2.19)

t=s

where the integration constants C have been replaced by the functionals C = C[] determined
from the algebraic conditions

9(t,C)| _ =g (2.20)

t=s

Then the solution of the Cauchy problem (2.13), (2.14) for the RGPE (see [6, 33] for details) is
U(Z,t) = ®(Z,t, C[y)]). (2.21)
Define C[¥](t) by the algebraic condition
g(t, C¥](1)) = gw(?). (2.22)

From the uniqueness of the solution of the Cauchy problem for the HES (2.16) it follows that

g(t, C[¥](1)) = g(t, C[¥])

and, hence,
C[¥](t) = C[v], (2.23)

i.e., the functionals C[W]|(¢) are the integrals of (2.1).
Also, we have

9(t, C[¥]) = gy (1), (2.24)

where gy (t) is the solution of the HES (2.15) with the initial condition (2.20).

The 1D case of equation (2.23) is considered in more detail in [19]. Solving the associated
linear equation (2.17) with the algebraic condition (2.20) we obtain a solution to the nonlinear
equation (2.6).

Let us now turn to the construction of symmetry operators for the RGPE (2.6). By using
an operator intertwining a pair of ALEs of the form (2.17). Analysis of the GPE of general
form involves a great number of additional technical issues associated with the semiclassical
approximation that requires a separate study. To illustrate the main ideas of the proposed
approach, we restrict our discussion to the case of a quadratic operator for which equation (2.17)
is integrable.
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3 The intertwining operator and symmetry operators

In this section, we establish a relationship between the symmetry operators and the intertwining
operator for the reduced Gross—Pitavevskii equation (2.6). A class of intertwining operators
can be found as a set of products of the fundamental intertwining operator by the symmetry
operators of the ALE (2.17).

According to definition (2.9), the nonlinear symmetry operator A(t) maps any solution ¥ (Z, t)
of equation (2.13) into its another solution:

Va(Z,1) = (A()V)(Z,1).
For a = A(t)‘t:s and 1(Z) given by (2.4), we can set

Va(Z) = ap(T) = Wa(t)|,_,

and use the notation g, for the first and second moments of 1, (Z) similar to (2.12).
From the solution of the Cauchy problem for the HES (2.16) with the initial condition

g (t) = gy, , analogously to (2.24), we have

o(t, Clikal) = gy (1), (3.1)
According to (2.21), the solutions W(Z,¢) and W 4(Z,t) of the RGPE (2.13) are found as
U (Z,t) = (7, ¢, C)’C:CM (3.2)
and

U4 (2, t) = ®(F,t,C)

C'=C'[iha]’

where ®(Z,t,C) and ®(Z,¢,C’) are the solutions of two ALEs of the form (2.17) with two
different sets of integration constants C and C’, respectively, and the corresponding linear
operators L(t,C’) and L(t, C).

To construct the symmetry operator A(t) we relate the functions ®(Z,t,C’ [a]) and
®(Z,t, C[1)]) by a linear operator M (¢, s, C’, C) intertwining the operators L(t, C') and L(t, C):

L(t,C"M(t,s,C',C) = R(t,s,C',C)L(t,C). (3.3)

Here the linear operator R(t, s,C’,C) is a Lagrangian multiplier, and the initial condition is
M(t,s,C', C)|=s = a.

From (3.3) we have that ®(Z,t,C’) = M(t,s,C',C)®(Z,t,C) for two arbitrary sets of con-
stants C’ and C, and this is especially true for <I>(x, t, C'[1)4]) and ®(Z, t, C[¢)]) with the constants
C'[¢a] and Cly]. A )

To find the operator M (t, s, C’, C), we consider a linear intertwining operator D(t, s, C’, C)
for L(t,C') and L(t, C) satisfying the conditions

L(t,C")D(t,s,C',C) = D(t,s,C’,C)L(t,C), (3.4)
D(t,s,C’,C)| =1L (3.5)

t=s

We call D(t s, C’, C) the fundamental intertwining operator for L(t,C’) and L(t,C). Making
use of D(t, s, C!, C), the operator M(t,s,C’,C) involved into (3.3) can be presented as

M(t,s,C',C) = D(t,s,C',C)B(t, C).



10 A.L. Lisok, A.V. Shapovalov and A.Yu. Trifonov

Here B (t,C) € B is the linear symmetry operator of ALE (2.17) satisfying the conditions
[L(t,C),B(t,C)]- =0,  B(t,C)|=s = a, (3.6)

and B is the family of linear symmetry operators of the ALE (3.6).
Hence, given the operator ﬁ(t, s,C’, C) of (3.4) and the family B of linear symmetry operators
of the ALE (3.6) we can construct the family of nonlinear symmetry operators for the GPE (2.1).
Thus, we arrive at

Theorem 1. Let D(t, s, C', C) be the fundamental intertwining operator (3.4) for L(t,C') and
(t C) and let B(t C) be the linear symmetry operator of the ALE (2.17) satisfying the condi-
tions (3.6). Then

(A(H)W) (@, t) = D(t, s, C'[av], C[¥)(8)) B(t, CL¥)()) ¥(, 1 (3.7)

defines the family of nonlinear symmetry operators for the GPE (2.6). Here C'layy] and C[Y]
(= C[Y]) can be found from (2.24) and (2.22), respectively, and B € B.

Note that the symmetry operator A(t) from (3.7) is nonlinear, as the operators D and B
depend on the parameters C being functionals of the function ¥. To find the fundamental
intertwining operator D(t, s, C’, C), we introduce a function ¢(Z,t, C) by the conditions

®(Z,t,C) = K(Z,t,s,C)o(&,t,C),
K(#,1,5,C) = exp[—(X(t, C), V)] exp{h[S(t C) + (B, C),i:’)]}, (3.8)
where ®(Z,t,C) is a solution of equation (2.17), the vector z = Z(t,C) = (P(t,C), X(t, C))

satisfies equation (2.15), and S(t, C) is a smooth function to be determined.
For ¢(Z,t,C) we have from (2.17)

Lo(Z,t,C)é(Z,t,C) =0,
Lo(#,t,C) = K~Y(&,t,s,C)L(Z,t,C)K (&, t,5,C)
= —ihd, + (X(1,C),ihV) + §(t,C) + (P(t,C), 7) - (P(t,C), X(t,C))

+ 51+ 2(6,C)), Harlb)( + 202, C)) + (Ho(0), (2 + 2(5,C))
+ %[%«2 + Z(t,C)), Waa(£) (2 + Z(t,C))) + (2 + Z(t, C)), Wans () Z(t, C))
+ %(Z(t, C), W (D) Z(t,C)) + % Sp [Www () AP (2, C)H.
Putting
S(t,C) = /:{(]3(15, C), X(t,C)) — H..(t, C)} dt, (3.9)
where

Ho(1,C) = {Z(1,C), [Heslt) + F(Woel1) + 2Wes(t) + Wan (D)) Z(1, C))
+ (U (1), 2(2,C)) + 5 5850[Wans (DA (1, O),

and taking into account (2.15), we obtain an equation for the function ¢(Z, ¢, C):

Lo(Z,t)p(Z,t,C) =0,  Lo(Z,t) = —ihd, + ;(z H..(1)2) + %1<2,sz(t)z>. (3.10)
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Theorem 2. Let
b(t,s,C',C) = (b(t,s,C,C), J2) (3.11)

and let the 2n-component vector b = b(t,s,C’, C) be a solution of the Cauchy problem for the
system

b= J[H..(t) + 5W..(t)]b, bl,_, = 6Z0(C,C'),
(

37Z0(C,C') = (6Py(C, C"),6X,(C,C"),
6X0(C,C") = Xo(C') — X,(C), 6Fy(C,C') = By(C') — By(C).

Then the operator ﬁ(t, s,C', C) involved into (3.4) can be presented as

2
o
x K(Z,t,5,C) exp {%E(t, 5, C)}f(‘l(f,t, 5,C). (3.12)

Dit,s5,C',C) = exp { - (6%0(C, C'), 6 (C, C") }

The operator K (Z,t,s,C) is defined in (3.8).

Proof. In view of (3.8) and (3.10), equation (3.4) for the fundamental intertwining operator
can be written as

K(%,t,5,C")Lo(Z,t) K (&,t,5,C)D(t,s,C',C)

= D(t,s,C',C)K(Z,t,s,C)Lo(Z,t) K~ (Z,t,5,C),  D(t,sC,C)|_ =1

Therefore, the operator Lo(Z,t) given by (3.10) and the function ¢(&,t,C) do not depend on
the constants C. Hence, we have

~

D(t,s,C',C) = K(Z,t,s,C")D(t,s,C",C)K(&,t,s,C),

where 5(t, s,C’, C) is the symmetry operator of equation (3.10), i.e.

~ ~ -~

Lo(#.1),D(t,5,C",C)] =0,  Dits.C C)L:S — Dy(C/, C). (3.13)
Here we used the notation
Do(C',C) = K (78,5, C)K (7, 1,5.C))
= exp [(35y(C. @), v>—%<5ﬁo(c, ).7)] exp {%(5}?0(0, ).om(c.o) )

The solution of the Cauchy problem (3.13) for the operator D(t, s, C’, C) can be obtained with
the standard methods (see, e.g., [3, 21]) as
D(t,s,C',C) = exp { 5-(0%0(C, ©), 6F4(C', O)) f exp { Sb(t.5,C', O) }. m

Then the symmetry operator A(t) for equation (2.13) (or, equivalently, for equation (2.6))
can be presented as (3.7), where the intertwining operator D(t, s, C’, C) is defined by (3.12) and
B(t,C) is the symmetry operator for the ALE (2.17).
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Using the explicit form (3.12) of the intertwining operator ﬁ(t,s, C’,C) and the operator
K(Z,t,s,C) from (3.8), we have

U4 (1) = (A()0)(&,1)

7 -

F[Sa(t) + (Pa(t), & - XA(t)>]}§(f+ X(t) — Xa(t), )

X exp {fﬁ[S(t) +(B(t), & — X(t)>]}\1!(f+ X(t) = Xa(t), 1), (3.14)

-

where
B(&,t) = B(t, C[W](1)).

Note that expression (3.14) for the symmetry operators is not simple and requires further
analysis, but other forms of symmetry operators for GPEs are unknown.

To obtain simplier examples of symmetry operators in explicit form, we consider the 1D case
of equations (2.6), (2.7), and (2.8).

4 Symmetry operators in the 1D case

Based on the results of the previous section, here we construct in explicit form the symmetry
operators for the RGPE (2.6) in the one-dimensional case and obtain two countable sets of exact
solutions to the one-dimensional GPE using the symmetry operators.

Consider the reduced 1D GPE (2.6)

F(U)(Z,t) = {—ih0; + Hqu + 3V (V) (£) V0 (z, 1) = 0, (4.1)

V|, = v(z), (4.2)
where we used the notations

Hy, = % (up” + plap+ pr) + 02°),  Vau(¥) = % /+OO dy (a2® + 2bzy + cy®) |¥(y)[%,
p = —ihd/0z; a, b, and ¢ are the real parameters of the nonlocal operator ‘A/qu(\ll); i, o, and p

are the parameters of the linear operator ]?Iqu; z,y € R
The Hamilton-Ehrenfest system (2.15) for the first-order moments becomes [5]

P = —pp — 00,
&= pp+ pz, (4.3)

and for the second-order moments with Ag) = A(QQ) we have

A} = —2pAT) — 251,

L (2 2 A2

Ag1) = MA§1) - UAéQ)v

AL = 2pAf) + 2pA5), (4.4)
where

o+ xa.

Qv
Il

oo =0 + x(a+b),
We introduce the notation

Q=+oou—p?, Q=+ou—p?
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and assume that Q? = ogu — p? > 0. Indeed, in this case, the general solution of system (4.3) is
X (t,C) = Cy sin Qt + Oy cos O,
1, - ~ 1,- _
P(t,C) = — (QCl — ng) cos Ot — —(QCQ + pCl) sin Qt, (4.5)
M K
and all solutions of system (4.3) are localized.
Assume that the wave packets that describe the evolution of particles by equation (4.1) do

not spread. This takes place if Q% = & — p? > 0.
For system (4.4) we have

A%) (t,C) = C5sin 2Qt + Cy cos 20t + C5,
1 1
AP, C) = (9205 — pCi) cos 201 — = (20, + pCy) sin 204 — gcg,,

AP, c) :2((,) — %) C5 + 2pQCy) sin 20t
+ E((p — 0%)Cy — 2pQC35) cos 20t + 505, (4.6)

and all solutions of system (4.4) are also localized. Here C = (Cy,...,C5) and Cy, [ = 1,5, are
arbitrary integration constants.
The 1D associated linear equation (2.17) is

L(t,C)®(#,t,C) = {—ihd; + Hy(t,C)}®(7,t,C) = 0, (4.7)

f,(t,C) = lg)+2+W+ Sbe X (t,C) + %o [XQ(t C)+ AP, 0.

We can immediately verify that for the associated linear equation (4.7) we can construct the
following set of symmetry operators linear in = and p:

1
a(t,C) = —|C(t)(p — P(t,C)) — B(t)(z — X(¢,C))|, 4.8
i(1.€) = <= [C() (5~ P(.©)) — B(1)(x = X(1.)] (4.8)
1
0t (t,C) = —[C*(t)(p — P(t,C)) — B*(t)(z — X (¢,C))]. 4.9
#(1.0) = —=[C" (0~ P(1.C)) = B'(B)x - X(¢.0)) (4.9)
Here the functions B(t) and C(t) are solutions of the linear Hamiltonian system
B=—pB—5C,
C = uB + pC. (4.10)

The Cauchy matrix X'(¢) for system (4.10) can easily be found as

1
cosQt — LsinQt —— (QZ + p2) sin Qt
X(t) = i Q pA2 p . XM =D (4.11)
a sin Qt cos Ot + a sin Ot =0

The set of solutions normalized by the condition [24]
B(t)C*(t) — C(t)B*(t) = 2i (4.12)
can be written as

(i (—p+iQ)

B(t) = N C(t) =

o
5 (4.13)
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Equation (4.12) results in the following commutation relations for the symmetry operators (4.8)
and (4.9):

la(t,C),a*(t,C)]_ =1.

For the function ¢ given by (3.8) in the 1D case, we obtain

A~

®(x,1,C) = K(T,t, 5 C)p(T, 1), (4.14)
K(z,t,C) = exp|- X (t, C)dy] exp {%[S(t, C) + P(t,C)a] } (4.15)

where, according to (3.9),

S(t,C) = /t {P(t,C)X(t) — H.(t,C)} dt, (4.16)

H.(t,C) = gPQ(t, C)+ %XQ(t, C)[o0 + #(b+ )] + pP(t,C)X (,C) + %%A(? (t,C).

From (3.10) we find

~D >~ 2
Loz, )¢ =0,  Lo(a,t) = —ilid; + % L (ot xa)

plzp + pr)
> T2

Then the symmetry operator A(t) (3.7) for equation (4.1) can be presented as

(A(t)¥)(x,t) = D(t, Clays], C[¥](1)) B(t, C[¥](¢)) ¥ (. t), (4.17)

where B(t, C) is the symmetry operator of the associated linear equation (4.7).
The intertwining operator D(t, C’, C) presented, according to (3.12), as

~ .Cl —C _
B(t.C, C) = exp { 23 (@) - €1) - ol - @))}

% K~Y(z,t,C") exp {%B(t, c, C)}K(m,t, C), (4.18)
where, according to (3.11),
b(t,C', C) = b,(t,C',C)p — by(t, C', C)x = (b(t), J2),

and the vector b(t) is defined by

) by(t,C',C)\ 1 Q(C] — Cy) = p(Cly — Cy)
b(t,C',C) = (bm(hc/,c)) —Mx(t)( ! u(Clié _p@f 2).

The matrix X (t) is given by (4.11).

The symmetry operator A(t) of the nonlinear equation (4.1) involved into (4.17) has the struc-
ture of a linear pseudodifferential operator whose parameters are functionals of the function on
which the operator acts. Therefore, the explicit form of the operator A(t) is determined not
only by the symmetry operator B (t,C) of the associated linear equation, but also by the func-
tion W(z,t). Note that for some values of the parameters (more precisely, for the function ¥(z,t)
that defines them) the pseudodifferential operator becomes a differential one.

We set

B(t,C) = B,(t,C) = —=[a*(t,C)]",  veZy, (4.19)

1
Vil

where the operator a*t (¢, C) is defined in (4.9).
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Substituting (4.19) in (4.17) we obtain the symmetry operator, which we denote by A, (t). Us-
ing a stationary solution of the Hamilton—Ehrenfest system (4.3), (4.4) we simplify the symmetry
operators (4.8), (4.9) and generate a countable set of explicit solutions of the 1D GPE (4.1).

A stationary solution of equations (4.3), (4.4) is obtained from the general solution (4.5), (4.6)
if we take integration constants as C = C? = (CY,...,C?), where C) = C§ = CY = C} =0
and Cg is an arbitrary real constant. The stationary solution is

X(t,C) = P(t,C) =0, AR(t,C)=C?,
AR (t.C) = —502, AP .c) = %08. (4.20)

Substituting (4.20) in (4.7), we obtain the associated linear equation
L(z,t,C%® =0,

) ~ 2 A A
L(z,t,C% = [-ih@t L ot plap tpa) ;zgcg . (4.21)

2 2 2

The operator K(Z,t,C) = K(Z,t,C°) from (4.15) is the operator of multiplication by the
function

K(f, t,C% = exp {—i%cCgt}.

2h
The linear operators (4.8) and (4.9) then become
1 1
a(t,C% = —[C(t)p — B(t)z], at(t,C% = —[C*(t)p — B*(t)z]; 4.22
(1€ = —=[CWp - Ble).  ¥(1.CY) = —[C"()5— B'(0)a] (1.2
they are symmetry operators for equation (4.21); the functions C(t) and B(t) are defined
in (4.13).

The function

1\Y* 7o\ Y4 ip 10
oy _ [ = se v r2 0 -2
Lol ) = <7Tﬁ> (u) eXp{ ohp” " 2hp” }

X exp {;Qt —

7

~ A0
2h%cC5t} (4.23)

is easily verified to be a solution of equation (4.21).
Upon direct substitution, we see that for the function (4.23), equations (2.19), (2.20), which
determine the functionals C[¥](t), become

2 2 h 2 hu
Aé}(o, C)= (Agz))¢ = 5‘0(0)‘ = 20’
h o h(o®+ Q2
AR (1,C) = (A1), = 5 BO)" = (2911) (4.24)
h . X ho
A3 (0,€) = (8%3),, = 7 [BOC(0) + B (0)C(0)] = —5¢,

P(z) = Po(x,0,CY).
From (4.24) and (4.20) it follows that CY = (Au/292). From (3.2) and (4.23) we find a par-
ticular solution Wy (z,t) of the GPE (4.1):

Wo(z,t) = ®o(z,t,C°)
C9=(y1/29)
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1\ Y4 7o\ V4 ip, 19, in

The symmetry operators (4.19), (4.22) generate from (4.23) the solutions of the associated
linear equation (4.21) that constitute a Fock basis in the space La(R):

L
Vil

_ \% (%)Z%(@x) o (x,t,C¥) exp {—iwt),  veZ,, (4.26)

where H,({) are the Hermite polynomials [12]

H,(C) = <2c—d<>y‘1.

The operator (4.18), intertwining the operators L(z, t, C°) and L(z,t, C%) of the form (4.21),
reads

13(75, cY, CO) = exp {;hirc[cg — C’g’}t} .

@, (,t,C”) = B, (t,C%) @ (w,t,C”) = —[a* (t.C")| @ (w,t,C"")

Equations (2.20) that determine the functionals C[¥,](t) for the functions (4.26) can be writ-
ten as

X(t,C)==zy, =0,  P(0,C)=py, =0,
hy

A20.0)= (42),, Z2v+ CO) = S5+ 1),
2
AP0,0) = (a)),. ]B v +1) = W(Zqul), (4.27)
20,0 = (a1), :Z[B(om*(m+B*<o>c<o>]<2u+1>:—j—g@uﬂ),

Ya(z) = @, (2,0,C”) = B, (0,C”)1(x).

Here we have used the standard properties of Hermite polynomials [12]. Taking into ac-
count (4.20), we find from (4.27) that CY = (hu/Q)(v + 1/2).

Then the symmetry operator A, (t) determined by (4.17) transforms the solution W (z,t)
of (4.25) into a solution ¥, (x,t) of the nonlinear GPE (4.1) according to the following relation:

\Ijl/(x7 t) - (AV(t)\IIO)(xv t)
D(t,C% C")

g

X

1 7. v
N {Cﬁ(t’ CO)} Wo(z,1)
v CO=(hyu/29),CY" =(hyu/Q) (v+1/2)

) () () o)
V<\/gx> exp{ (v n 1) (zg‘ + Q) } s,

The functions (4.28) constitute a countable set of particular solutions to equation (4.1) which
are generated from Wy(x,t) by the nonlinear symmetry operator A,,(t).

The symmetry operators A, (t) in (4.28) generalize those of the linear equations used in the
Maslov complex germ theory [4, 24|, as in the limit 3 — 0 (3¢ is the nonlinearity parameter in

Sl

S
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equation (4.2)), the operators A, (t) become the creation operators of the Maslov complex germ
theory. As in the linear case (3 = 0), the operators A, (t) generate a countable set of exact
solutions ¥, (x,t) to the nonlinear equation (4.2).

Assume that C = C! = (C1,C3,0,0,C2). This choice of the constants yields the following
expression for the phase orbit (4.5), (4.6):

X(t,Ct,C3) = Ct sinQt + C3 cos O,
P(t,Cl,CY) = ;(chl — pC3) cos Ot ;(chl 4 pCY) sin o, (4.29)
afj(neh =ci AREC) =-T0 AR (LCY) =2C5

In view of (4.29) and (4.15), we have
R(r,t,C") = exp [ X (1, )0, exp { - [8(1,C") + P(1,C')] ).

Consider the action of the operator Ag(t) involved into (4.17), (4.19) on the functions (4.28).
Let us write the operator (4.18) intertwining the operators L(x,t, C°) and L(z, ¢, C') determined
by (4.21) as

~ ] 1
D(t, C,C") = exp[-X(t, C)dy,] exp {; [S(t, C)— i%ccgt + P(t, Cl)x] }

X exp {2;’“6’2 (QCl — pCz) } exp {%?)(t, C', CO) },

where
b(t,C,C°%) = b, (t,C,C°)p — b,(t,C,C%x = (b(t), J2),

and the vector b(t) is defined by the expression

o _ (bp(t,C,CO)\ _ 1 QCy — pCy
b(t,C,C") = <bx(tjcjco) = MX(t) e :

The matrix X(t) is given by (4.11).

Let us construct a nonlinear symmetry operator fl(t, «) corresponding to the nonstationary
phase orbit (4.5), (4.6). The operator A(t, &) maps the nonstationary solution of equation (4.1),
W, (z,t) given by (4.28), into another nonstationary solution of this equation, ¥, (z, t). Consider
the shift operator

B(t,CY) = B(t,a,CY) = exp{aa™(t) — a*a(t)}, aeC, (4.30)

where the operators a(t, C) and a*(t,C) are defined by expressions (4.8), (4.9). The opera-
tor (4.30) should be substituted in (4.17) for the symmetry operator B(t, C).
Let us write the operator B(t, a, C') involved into (4.30) as

B(t,a, CY) = exp{B(0)p + (1)} = exp { ~ 2 B(t)1(1) | exp{r(t)a) exp{B(1)5),

where

[C*(t)a - C(t)a*],  +(t) = ——[B(t)a* — B*(1)a].

Bt) = 5

8-
>t
>t
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Thus, we have
Ya(z) = B\(O,a, Cl)q)l, (:L',O, COI)

= exp {2 3(0)1(0) } exp{7(0)}, (x — i03(0),0,C), (4.31)

®, (z — ihB(0),0,C%) = \% (%)V H, (@[gg - z’fw(O)} ) o (z — ihB(0),0,C"),
@ (z — ihB(0),0,C")

— 3y (,0,C") exp { K"’:m) 28(0) — zg (—p+m> 52(0)] } .

W
Note that
_ L seova oo L [le+i®)  (—p+iQ)
10) = G B0+ 5] = [y T
= z\/% [pag 4+ Qau],
B(0) = \/1271 [C*(0)a — C(0)a*] = \/1271 Bla—an) = i\/%ag,
_p+iQ _L o o a* _p_'_iQ * o — Oé*
10+ 50 = [ B0)a + B+ (" (O)a - c0)a)]
= \/Q;iT,u [(p+ i+ (—p+i)a’) + (—p +iQ)(a — )] = 2\2/\2/%.
Here a1 = Rea and as = Im «v. Similarly, we have
ih —p + i€ ~ih2iVQa 1 \
=5 [pon + R0 = - F250) = Jafa - o]
= %[az — |of*] = iaas. (4.32)

Substituting (4.32) in (4.31), we obtain

2 . x Q2
1\ V4 7o\ /4 i (—pti ,
pury m, 9% . 4.
() () en{a ()= (a3
From (4.33), in particular, it follows that
Q Q \/2h, 211 1\ 0 2%
Ga(@)? = [ expd = (2 a0 ) (5) B2y oy V2 TN
mhy hp VQ vI\2 hu NG

Similar to (4.27), we write equations (2.22) determining the functionals C[i,](t) for the
functions (4.33) as

v2hu

X(0,C1,C3) =C3 =zp = — VR
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VI
\/ﬁ
A20.0) = (A2), = 2w+ DICO* = 2w+ 1)

P(0.1.C3) = (20} = p0}) = py = e,

20)
AP 0,0) = (al)), f\B ) (2v +1) = W(2u+1),
A 0,0) = (A1), = 2[3(0)0*(0) +B*(0)C(0)](2v + 1) = —%(21/ +1).

From equations (4.5) and (4.12), in view of (3.1), we obtain

1

V2hy
a M
Nl

ZQ(2V +1). (4.34)

2hp P
Cll = Cll(a) =5 (al — 6042), C’21 = C'Ql(oz) = —

C3=Ci=0, C;=

Then the nonlinear symmetry operator for the nonlinear GPE (4.1), A(t,a) determined
by (4.17) and (4.30) transforms the solution ¥, (z, t) (4.28) into a nonstationary solution ¥, (x, t):

¥, (. t,0) = (A(t,a)¥,)(z,t) = D(t, C', CY) U, (2, 1)

CI=Cl=(hp/Q)(v+1/2),

A 1\ V4 a4 ip., 19,
(w) <h> (0) ool girar- o)
1\ /secu
\/77 exp -i(v+5) (5 +9))
[S(t

C3() + P(t,C} (), C3(a))Ad] |, (4.35)

X exp{

which is localized around the phase orbit (P(t, C{(a),C3()), X (t,Ci (), C3(a))). Here Az =
r— X (t,C}(a),Cd()) with the constants C](a), C3(a) determined by equation (4.34), and the
function S(t, C(a), C3(a)) is determined by (4.16) where C; = C(a), Cy = Ci(a), C5 = 0,
Cy =0, and CY = (hu/Q) (v + 1/2).

In the linear case (s = 0), the operators (4.35) with a € C form a representation of the
Heisenberg-Weyl group [21, 31]. The functions W, (xz, ¢, ) determined by (4.35) minimize the
Schrodinger uncertainty relation for v = 0 [32], and, hence, they describe squeezed coherent
states [11].

5 Discussion

Direct calculation of symmetry operators for a nonlinear equation is, as a rule, a severe problem
because of the nonlinearity and complexity of the determining equations [26]. However, for
nearly linear equations [18] a wide class of symmetry operators can be constructed by solving
linear determining equations for operators of this type much as symmetry operators are found
for linear PDEs. We have illustrated this situation with the example of the generalized multi-
dimensional Gross—Pitaevskii equation (2.1). The formalism of semiclassical asymptotics leads
to the semiclassically reduced GPE (2.6) (or (2.13)), which belongs to the class of nearly linear
equations. Note that the solutions of GPE can be found in a special class of functions decreasing
at infinity [6]. The reduced GPE is the quadratic one in the space coordinates and derivatives
and contains a nonlocal term of special form. In constructing the symmetry operators for the
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reduced Gross-Pitaevskii equation (2.13), we use the fact that this equation can be associ-
ated with the linear equation (2.17). The symmetry operator A(t) of the reduced GPE (2.13),
which is a particular case of (3.7), has the structure of a linear pseudodifferential operator with
coefficients C depending on the function ¥ on which the operator acts. The operator A is
determined in terms of the linear intertwining operator D and of the symmetry operators of the
associated linear equation (2.17). The dependence of the coefficients C on ¥ arises from the
algebraic condition (3.1), and therefore the operator A(t) is nonlinear. This is the key point
of the presented approach. The 1D examples considered show that for a special choice of the
parameters C we can construct symmetry operators and generate the families of solutions to
the nonlinear equation (4.1) written in explicit form.

The further development of the study of symmetry operators is seen as a generalization to
the approach for integro-differential GPEs of more general form and to systems of equations of
this type.
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